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A B S T R A C T

According to prediction-based accounts of language comprehension, incoming contextual information is
constantly used to guide the pre-activation of the most probable continuations to the unfolding sentences.
However, there is still scarce evidence of the build-up of these predictions during sentence comprehension. Using
event-related brain potentials, we investigated sustained processes associated to semantic prediction during on-
line sentence comprehension. To address this, participants read sentences with varying levels of contextual
constraint one word at a time. A 1000ms interval preceded the final word, which could be congruent or
incongruent. A slow sustained negativity developed gradually over the course of sentences, showing differences
across conditions, with increasingly larger amplitudes for high than low levels of constraint. The effect was
maximal in the interval preceding the closing word. This interval elicited a left-dominant slow negative potential
with a graded amplitude modulation to contextual constraint, replicating previous results in speech compre-
hension. We argue that these slow potentials index the engagement of cognitive operations associated to semantic
prediction. In addition, we replicated the finding of an earlier onset of the N400 effect (incongruent minus
congruent) for high relative to low contextual constraint, suggesting facilitated processing for contextually-
supported and highly expected words. Altogether, these results are consistent with prediction-based models of
language comprehension and they also strengthen the value of investigating slow components as potential indices
of mechanisms linked to language prediction.
1. Introduction

Sentences unfold linearly in time. As every word is encountered, it is
incorporated into a broader representation to achieve comprehension
rapidly (Van Berkum et al., 1999; Van Petten et al., 1999), in line with
our everyday experience of understanding language on the fly. This
immediacy might be bolstered by predictive mechanisms, whereby
top-down information guides the pre-activation of features associated to
the most probable upcoming words to facilitate their processing upon
receipt (for a review, Kutas et al., 2011). In the past years, extensive
research has shown that words that are more predictable given a previous
context show facilitated processing over less predictable ones, as indexed
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by reduced amplitudes in the N400 component (e.g. Van Petten et al.,
1999; Federmeier, 2007; Kutas et al., 2011), and there is evidence that,
under some circumstances, readers may pre-activate specific lexical units
(Wicha et al., 2003; DeLong et al., 2005; Van Berkum et al., 2005;
Freunberger and Roehm, 2016; but see Nieuwland et al., 2018).
Conversely, other authors have argued that, given the infinite number of
potential continuations to the same phrase, prediction is an unviable
strategy in language and that comprehension proceeds in a strictly
bottom-up, stimulus-driven fashion (e.g., Jackendoff, 2003, 2007; Mor-
ris, 2006). More recently, some researchers have called into question
whether prediction is actually necessary for language comprehension
(see Huettig and Mani, 2016). To contribute in the quest for
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understanding better the role of predictive processing in language, the
present study investigated electrophysiological correlates associated to
the build-up of predictions over the course of sentence comprehension.

In order to investigate the prediction process per se, one strategy is to
focus on the anticipatory stage of the words that are being predicted. To
do so, sentences are built so that their semantic content establishes a
weak or a strong expectation for the final word. Highly constraining
sentences (HC) have a single best completion (e.g. “the dentist proceeded
to clean her … teeth”), whereas low constraining (LC) sentences have
more than one likely continuation (e.g. “the meeting was arranged for the
… morning/afternoon/evening). In a recent ERP study using this type of
paradigm with spoken sentences (Le�on-Cabrera et al., 2017), we inserted
a 1-s delay between the penultimate and the final word, thus substan-
tially extending the anticipatory period. We reported the development of
a slow negative potential in the anticipatory period prior to closing
words, with larger amplitudes for HC than for LC and non-semantic
sentences. Interestingly, this neural signature was reminiscent of the
stimulus-preceding negativity (SPN), a slow potential that has been
described in other domains as an index of anticipation for upcoming
relevant events (for reviews, see Brunia et al., 2011; Hackley et al., 2014).
More specifically, it showed a similar gradual amplitude increase over
time, a graded modulation that agrees with the predictability of the up-
coming stimulus and a frontal topographical distribution. Given its
characteristics and the task that was employed, we suggested that the
slow potential might be a language-related SPN reflecting the semantic
anticipation of the upcoming word. In a similar token, Grisoni et al.
(2017) reported a slow negative potential prior to the final words for HC
(but not LC) sentences. They interpreted it as an index of specific se-
mantic predictions, given that it emerged over the motor areas specif-
ically associated to the upcoming concept –dorsolateral for hand-related
verbs (e.g. “write”) and ventral for face-related verbs (e.g. “talk”).

The investigation of brain activity in the anticipatory period of words
has also proven fruitful using different methodological approaches
(Dikker and Pylkk€anen, 2013; Piai et al., 2014; Rommers et al., 2017;
Wang et al., 2018), generally supporting the idea that the information
from the context changes the state of the cognitive system before critical
words are encountered. However, exploring the anticipatory period of a
single word offers a very restricted time interval that can only reveal
rather transient processes. According to interactive models of language
comprehension, contextual information has an immediate and contin-
uous impact on bottom-up processing (e.g. Nieuwland and Van Berkum,
2006). Therefore, the effect of semantic constraint should be detectable
much earlier in time and be captured by sustained, rather than punctate
brain processes. Hereafter, we will use the labels “sentence-level” and
“local” to distinguish between these periods.

Interestingly, ERPs are well-suited to track the time-course of
sentence-level dynamics. In the past, several ERPs studies have found
cumulative, sentence-level slow modulations that are distinguishable
from faster, word-related processes (for a review, Kutas, 1997). Most of
the available multiword ERP studies focused on sentences of varying
syntactic complexity. In these, slow sustained positivities were found for
sentences with simpler structures which are easy to integrate (Kutas and
King, 1996), whereas negativities were associated to increased working
memory (WM) demands when processing more complex sentences (in
reading comprehension, King and Kutas, 1995; Fiebach et al., 2002; in
speech comprehension, Müller et al., 1997). The involvement of WMwas
further backed-up by a correlation between the amplitude of the slow
sustained negativity and individual differences in WM capacity – par-
ticipants with a lower WM span showed larger negativities than those
with a higher span (see also, Vos et al., 2001). On the other hand, WM
differences not associated to syntactic structure can also result in sus-
tained negativities. As such, Münte et al. (1998) found that the amount of
conceptual information activated by a single word led to a similar
modulation.

With regards to the current goal, a previous study compared sentence-
level dynamics between different levels of semantic constraint, and did
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not find differences (Kutas et al., 1988). Critically, however, the exper-
iment was originally designed to investigate the N400 component (see,
Kutas and Hillyard, 1980) and thus there are several methodological is-
sues (e.g. averaging sentences with different word lengths) that might
have precluded the observation of significant slow wave effects. Using an
appropriate task design, we hypothesized that the effect of semantic
constraint would be captured by slow sustained modulations, arising
through sentence comprehension. Furthermore, we expected to find the
same pattern of amplitude differences as that of local slow negative po-
tentials associated to semantic anticipation during spoken sentences
(Le�on-Cabrera et al., 2017). Such a correlate would be consistent with
prediction-based models of sentence comprehension, whereby the
probabilities of upcoming continuations are computed and updated
gradually as the semantic context accrues (for a review, Kutas et al.,
2011).

The goal of this study was to investigate sustained ERP correlates
associated to the build-up of predictions over the course of sentence
comprehension. To address this, we adapted the task of a previous study
using spoken sentences (Le�on-Cabrera et al., 2017) for visual presenta-
tion, which also allowed us to answer additional questions. First, we
presented sentences using rapid visual serial presentation (RVSP) to
equate the duration of words and track word-by-word changes by
temporally aligning them. Critically, this feature of the design allowed a
simple and straightforward analysis of the EEG activity during sentence
processing. This analysis was not possible in the previous study, given
that the stimuli were presented auditorily and, consequently, the sen-
tences had variable durations. Second, the use of a different input mo-
dality (i.e. visual) allowed us to test the generality of the findings in the
previous study. That is, whether similar results regarding the local
negativity and the N400 component would replicate in the visual
modality.

All the other features of the task and the materials employed were the
same as in Le�on-Cabrera et al. (2017). The sentences had different levels
of semantic constraint (HC, LC or none) and the final word appeared after
a delay of 1000ms, in order to extend its anticipatory period. We inserted
the delay in the attempt to (1) replicate previous findings of local slow
potentials time-locked to the onset of the anticipatory period, and, in case
we found a sentence-level modulation (2) determine whether both levels
of analysis (i.e. sentence-level and local), captured the same cognitive
operations. Based on our previous study, we expected more negative
amplitudes for HC than LC contexts. Finally, to assess the potential
consequences of prediction and misprediction, the final word turned out
to be incongruent in half of the trials so as to evoke the N400 component.
If some representation of the final words become pre-activated at some
point, an earlier onset of the N400 effect in the HC condition could be
observed, as an index of processing facilitation after supportive contexts.

2. Method

2.1. Participants

Twenty-four right-handed young adults (12 females, M¼ 23.2 years,
SD¼ 4.3) were paid to participate in the experiment after giving written
consent. We discarded the data of three participants due to excessive
blinking (n¼ 1) and signs of sleepiness as evidenced by high alpha ac-
tivity throughout the experiment (n¼ 2). Therefore, the total sample
included 21 participants (11 females, M¼ 23.4 years, SD¼ 4.5). None of
the participants reported health problems or prior neurological disorders.

2.2. Stimuli and task

The three-hundred fifty-two sentences (176 high constraint and 176
low constraint) used in Le�on-Cabrera et al. (2017) and created by
Mestres-Miss�e et al. (2007) were employed (Table 1). According to the
original paper, the mean cloze-probability sentence completions was
6.1% (SD¼ 10.3%) for the low constraint condition (LC) and 76%



Table 1
Sample set of sentence examples for each experimental condition with trans-
lations to English.

Condition Sentence Context Final word

HCC El portero fue capaz de atrapar la pelota
The goalkepper managed to catch the ball

HCI El portero fue capaz de atrapar la orilla
The goalkepper managed to catch the shore

LCC Le ha regalado a su hijo una pelota
As a present she gave her son a ball

LCI Le ha regalado a su hijo una orilla
As a present she gave her son a shore

NS Helade algoroa seujohi nua viaje (trip)
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(SD¼ 17.7%) for the high constraint condition (HC). To construct a
non-semantic condition (NS), we randomly picked 40 sentences from the
LC condition and scattered the vowels within each word to make them
semantically meaningless but grammatically plausible. The non-semantic
condition was included to provide a control condition in which the
sentence was formed by linguistic stimuli of similar complexity to the
words of the HC and LC conditions, but without any semantic content.
Each sentence had one congruent final word (their best completion) and
one incongruent and implausible final word. Given the features of the
congruent final words (mean word length¼ 6.6 letters [SD¼ 1.87],
mean number of syllables¼ 2.9 [SD¼ 0.82] and mean word fre-
quency¼ 35.18 [SD¼ 75.18]), we carefully selected the incongruent
final words from the ESPAL database (Duchon et al., 2013) so that they
matched the congruent words (mean word length¼ 6.6 letters
[SD¼ 1.87], mean number of syllables¼ 2.88 [SD¼ 0.88] and mean
word frequency¼ 33.68 [SD¼ 69.34]). Also matching the features of the
congruent words, another intact 40 final words were chosen for the
non-semantic condition (mean word length¼ 6.72 letters [SD¼ 1.77],
mean number of syllables¼ 2.93 [SD¼ 0.76] and mean word fre-
quency¼ 33.42 [SD¼ 61.74]).

We controlled potential confounds of the effect of contextual
constraint in the N400 component. To do that, final words always had the
same congruency status (congruent or incongruent), but whether they
followed HC or LC contexts was counterbalanced across participants. For
instance, half of the participants read “plane” as a congruent continuation
for the HC context “I have never flown on a …” and the other half as a
congruent ending for the LC context “The dot in the sky must be a …“.
Likewise, the word “drink” served as an incongruent word for the same
sentences. Furthermore, every congruent and incongruent pair (i.e.
“plane” and “drink”) were matched in word length, word frequency,
familiarity, imaginability and concreteness. In the case of the NS condi-
tion, the scattered sentence ended with a different word (e.g. “trip”) that
was matched in the same variables with the corresponding congruent and
incongruent words (e.g. “plane” and “drink”) in the semantic conditions.

Trials proceeded as follows (Fig. 1). First, a fixation point (a cross)
appeared at the center of the screen for a period of between 1350 and
1750ms (uniform distribution with a 50ms step). Then, the sentence
appeared, presented one word at a time for 200ms (500ms stimulus
onset asynchrony, SOA). The font used was Courier New, with a size of 36
points. The color of the letters was black, while the background was
white. A 1 s delay took place after the offset of the penultimate word, to
analyse the anticipatory period of the final word. After the end of the
final word, they waited for 800ms until the blinking signal appeared (a
Fig. 1. Depiction of the structure of a trial. Sentences were presented one word at
interval was inserted between the words in the sentence context (from w1 to w7) a
the final word (w8).

194
depiction of an eye at the center of the screen). The blinking signal
remained for 2 s before the next trial began.

To ensure that participants were reading attentively, a memory
recognition test followed each block. In this test, ten words were visually
presented one at a time; half were old words and half were new ones.
Participants had to respond, by pressing a key, whether they had read
that word in the previous block or not. Every word remained on the
screen until an answer was supplied, followed by a 600ms fixation cross
before the presentation of the next word. The correspondence between
the keys (“z” and “m”) and the responses (”yes” and “no”) were coun-
terbalanced across participants. At the end of the memory task, the main
task continued right away, except for even-numbered blocks, which were
followed by a pause that could be resumed anytime.

2.3. Procedure

After general instructions and preparation, participants were
comfortably seated in approximately 70 cm away from the computer
screen that would be later used. After this, the EEG cap was set up and the
state of each electrode was checked. Participants were given instructions
about how to reduce artifacts by minimizing movement and to wait for a
visual signal at the end of each trial to blink. After completing another
unrelated task, the briefing was carried out. Participants were told to
read each sentence carefully and that after each block they would have to
complete a recognition test related to the final words presented during
those trials.

2.4. EEG recording

Electrophysiological data (EEG; sampling rate¼ 500 Hz; on-line
bandpass filter¼ .015–1000Hz) was recorded from 29 tin scalp elec-
trodes at standard 10/20 system positions (electrode positions: FPz, FP1/
2, Fz, F3/4, F7/8, FCz, FC3/4, Cz, C3/4, CPz, CP3/4, Pz, P3/4, TP7/8,
T3/4, T5/6, Oz, O1/2, left and right mastoids). The EEG signal was re-
referenced offline to the mean activity of the mastoid electrodes. Verti-
cal and horizontal electro-oculograms were recorded and used for artifact
rejection. All electrode impedances were kept below 5 kΩ. Before per-
forming statistical analysis, the data were filtered offline at 50 Hz and
60 Hz with a notch filter (to attenuate electrical line noise) and at 30Hz
using a low-pass Butterworth filter (roll-off of 12 dB/oct) as implemented
in ERPLAB toolbox V6.1.3 (L�opez-Calder�on and Luck, 2014). To perform
artifact rejection, we excluded the epochs in which the peak-to-peak
amplitude in the electro-oculograms exceeded �85 μV (moving win-
dow¼ 200ms, moving step¼ 20ms) or in which activity was�200 μV in
any other channel. After this, additional visual inspection of the resulting
signal was carried out for each subject individually. Using these criteria, a
mean of 19.05% of trials were rejected (SD¼ 11.7).

2.5. ERP data analysis

The data analyses were divided into three parts that focused sepa-
rately on the electrophysiological activity, 1) over the course of the
sentence context (sentence-level interval), 2) in the anticipatory period of
the final word (pre-word interval), and 3) at final word processing (post-
word interval). We applied repeated measures ANOVA to perform
confirmatory analysis on the effects for which we had a prior hypothesis
a time on a screen. Each word was displayed for 200ms. A 300ms inter-word
nd a 1200ms SOA (i.e. pre-word interval) separated the penultimate (w7) and
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based on previous studies, and cluster-based permutation to carry out
exploratory analysis and/or to adequately control for Type I errors when
multiple comparisons were involved.

2.5.1. Sentence-level interval
Sentence processing was examined within an epoch length of

4200ms that comprised the activity from the onset of the first word (w1)
to the end of the delay period before the eighth and final word (w8). The
epoch was baseline-corrected to its preceding 100ms. For this analysis,
we had a hypothesis regarding the direction of the differences between
conditions based on a previous study (Le�on-Cabrera et al., 2017) that
showed more negative amplitudes to HC. However, as we had no strong
prediction about the spatiotemporal locus of the effect in the time-course
of the whole sentence, we adopted an exploratory approach and applied a
non-parametrical cluster-based permutation test (Maris and Oostenveld,
2007) to analyse experimental differences in this period. This method
controls the probability of a false positive (Type I error rate) in the set of
multiple comparisons. Following this procedure, every sample (Channel
x Time) was compared between two conditions (HC vs. LC, HC vs. NS and
LC vs. NS, separately) by means of t-statistics. Then, an algorithm clus-
tered the adjacent spatio-temporal samples with similar differences
based on a t-value threshold of�1.72 (alpha level of 0.05 with 20 degrees
of freedom, for one-tailed testing). A cluster-level statistic (permutation
p-value) was computed under a permutation distribution of the cluster
with the largest sum of t-values. The permutation distribution was
approximated by a Monte Carlo method involving 15000 randomizations
of the data of the two experimental conditions. Only clusters with a
permutation p-value below 5% (critical alpha level) were considered
significant. We chose one-tailed testing because –as previously stated–
we had an a priori hypothesis that the amplitude would be more negative
for HC compared to all the other experimental conditions
(HC< LC<NS). Before running the test, we applied a low-pass filter at 5
Hz to focus solely on slow brain potentials (Brunia et al., 2011). Impor-
tantly, the cluster-based permutation procedure deals effectively with the
increased probability of noise autocorrelation involved in setting such a
small low-pass filter cut-off (Piai et al., 2015) and therefore it is a very
adequate statistical solution for these situations.

2.5.2. Pre-word interval
Based on previous studies (Morís et al., 2013; Le�on-Cabrera et al.,

2017), we expected differences between the experimental conditions to
be maximal at fronto-central sensors in the period immediately preceding
the final word. We analysed the 1000ms delay period preceding the final
word (w8) in a separate window analysis, time-locked to the onset of the
penultimate word (w7) and using the 100ms pre-stimulus as a baseline
(Van Petten and Kutas, 1991; King and Kutas, 1995). The differences
were assessed by pre-planned repeated measures analysis of variance
(ANOVA) of three time-windows in the final 600ms of the delay period
(�600 to �400ms, �400 to �200ms, and �200 to 0ms) (Morís et al.,
2013) on a subset of six fronto-central sites.

2.5.3. Post-word interval
The analysis of the activity elicited by the presentation of the final

word focused on the N400 component. The time window for the analysis
comprised the 300–500ms time-locked to the onset of the final word
(w8), with a 100ms pre-stimulus baseline (Le�on-Cabrera et al., 2017).
The CPz electrode data was analysed using a repeated-measures ANOVA.
CPz was chosen as the representative electrode based on the topo-
graphical distribution of the strongest N400 effect in the sample,
although, for completeness, an analysis using a cluster of centro-parietal
electrodes (Cz, CPz and Pz) was also carried out (Supplementary Mate-
rials). We expected to find an earlier onset of the N400 congruency effect
for HC compared to LC (Le�on-Cabrera et al., 2017). Given that we had an
a priori hypothesis about the location of the effect, we ran a single-sensor
cluster-based permutation test (Maris and Oostenweld, 2007; Bullmore
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et al., 1999) on the CPz electrode to determine the temporal onset of the
effect for each level of semantic constraint (HCI minus HCC, and LCI
minus LCC, separately) in the 650ms after final word onset. Again, we
chose one-tailed testing because we predicted that incongruent words
would have more negative mean amplitudes than congruent words. We
did not plan to include the NS condition in these analyses because its
functional interpretation is unclear in the post-word interval, we never-
theless added it in a grand-averaged ERP in the Supplementary Materials
for those interested.

Statistical analyses were run with the FieldTrip toolbox (version 28-
01-2018) (Oostenveld et al., 2011) and with SPSS 21. In
repeated-measures ANOVA, the Greenhouse-Geisser correction was
applied whenever the sphericity assumption was not met. Corrected
p-values are reported as pGG. In case a theoretically relevant interaction
was found to be significant, we disentangled the effect by means of
post-hoc t tests.

3. Results

3.1. Sentence-level slow sustained negativity

The grand average ERPs of the sentence context (Fig. 2) revealed
widespread slow brain potentials with amplitude differences across
experimental conditions that were confirmed statistically by the non-
parametric cluster-based permutation test (Fig. 3).

A significant negative cluster was found both between HC and LC
(p< .001) and HC and NS (p< .001), consistent with the hypothesis that
voltage amplitudes would be more negative for higher levels of semantic
constraint. In the HC and LC contrast, the cluster started around the fifth
word (w5; from 2200ms onwards), whereas it started earlier in the HC
and NS comparison, around the fourth word (w4; from 1600ms on-
wards). In both cases, the cluster prolonged to the end of the sentential
context and appeared to be maximal at fronto-central sites. No significant
clusters were found between LC and NS. As ameasure of the robustness of
these effects, we replicated the finding of these significant negative
clusters using a more conservative testing (Supplementary Materials).
3.2. Local slow negative potential

We investigated the delay preceding the presentation of the final
word, as we expected brain activity to portray the maximal differences in
the slow preceding negativity during this period (Fig. 4).

A repeated-measures ANOVA was conducted on the mean amplitudes
of six fronto-central electrodes (F3, Fz, F4, FC3, FCz and FC4), involving
four factors: Condition (3 levels, HC, LC, NS), Time (3 levels,
400–600ms, 600–800ms, and 800–1000ms), Electrode (2 levels, fron-
tal, fronto-central), and Laterality (3 levels, left, central, right). Given the
computation of multiple comparisons, Bonferroni-corrected post-hoc t
tests were carried out to further explore the effects found. The corrected
p-values are indexed as pBF.

Overall mean amplitude differences between each level of semantic
constraint were quantified as a main effect of Condition (F(2,40)¼ 19.08,
p< .001, n2p ¼ 0.48). Equally to what we observed in the whole sentence
analysis, the mean amplitude linearly changed with the level of semantic
constraint (F(1,20)¼ 70.75, p< .001, n2p ¼ 0.78), with HC being signif-
icantly more negative than LC (pBF¼ .031) and NS (pBF <.001), and LC
being comparatively more negative than NS (pBF¼ .036).

Consistent with the typical evolution of the slow stimulus preceding
negativity, there was a significant main effect of Time (F(2,40)¼ 17.05,
pGG <.001, n2p ¼ 0.46) that stemmed from a steeper negative shift in the
mean amplitude of the final 200ms, as can be seen in the scalp maps
(Fig. 5). More specifically, t tests showed that the mean amplitudes be-
tween the first and second time-windows did not differ, but the third
time-window (corresponding to the last 200ms) became significantly



Fig. 2. Grand-averaged ERPs across sentence contexts (0–3200ms) and the following final pre-word anticipatory period (3200–4200ms) showing the sentence-level
slow cortical modulations at frontal (F3, Fz, F4), fronto-central (FC3, FCz, FC4), central (C3, Cz, C4), centro-parietal (CP3, CPz, CP4) and parietal (P3, Pz, P4) sites in
the three experimental conditions (High Constraint, HC; Low Constraint, LC, and Non-Semantic, NS). Negative is plotted upward.
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more negative (pBF <.001 in both contrasts). Indeed, the Condi-
tion� Time interaction was significant (F(2,80)¼ 3.09, p¼ .02, n2p
¼ 0.13). In the earliest time-window, from �600 to �400ms, HC and LC
did not differ, whereas both were more negative than NS (HC vs. LC,
p¼ .242, HC vs. NS, p< .001, LC vs. NS, p¼ .036). Later, from �400 to
�200ms, all the conditions differed significantly between them. Again,
as observed in the main effect of condition, showing more negative
amplitudes in HC compared to LC (pBF¼ .009) and NS (pBF <.001), and
LC being more negative than NS (pBF¼ .004). Eventually, in the final
200ms, HC remained more negative than LC (pBF¼ .002) and NS (pBF
<.001), but the difference between LC and NS disappeared.

Finally, the significant Condition� Laterality interaction
(F(2,80)¼ 2.74, p¼ .03, n2p ¼ 0.12) confirmed the prediction that the
effect of semantic constraint was most pronounced at left sites. In fact, at
right and central positions only HC and NS diverged (pBF¼ .02), whereas
all the conditions were different at left sites (all pBF <.05).

There were also main effects of Electrode (pBF <.001) and Laterality
(pBF¼ .002), and significant interactions of Position x Laterality, Time x
Electrode, Time x Laterality, and Time x Position x Laterality (all pBF
<.05). We do not expand on these results because they do not interact
with the effect of the experimental manipulation and thus are considered
uninformative in this context.

3.3. N400 component

We conducted a repeated-measures ANOVA on the CPz electrode data
using the time window of 300–500ms from the onset of the final word to
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investigate the N400 component (Fig. 6A), using two factors, Contextual
constraint (2 levels, high, low) and Congruency (2 levels, congruent,
incongruent). The analysis showed significant main effects of Contextual
constraint, (F(1,20)¼ 30.9, p< .001, n2p ¼ 0.60), and Congruency

(F(1,20)¼ 30.32, p< .001, n2p ¼ 0.60), but no significant interaction
between the factors. Post-hoc t tests revealed the classical N400 effect,
whereby incongruent words produced more negative amplitudes than
congruent words, both within high (mean amplitudes, HCI¼ 2.65 μV,
HCC¼ 6.53 μV, p< .001) and low (mean amplitudes, LCI¼�0.16 μV,
LCC¼ 2.19 μV, p¼ .002) constraint conditions. To test the robustness of
the effect, we computed an equivalent ANOVA using a centro-parietal
cluster (Cz, CPz and Pz) that replicated the same results (Supplementary
Materials).

Single-sensor cluster-based permutation tests on the difference
waveforms of the constraint conditions (HCI minus HCC, and LCI minus
LCC) at CPz, confirmed the prediction that congruency effects started
earlier for high than low levels of semantic constraint (Fig. 6B. Left). A
significant cluster was found from 216 to 522ms in the high constraint
contrast and from 302 to 564ms in the low constraint condition (all
cluster p-values< .001, one-tailed testing). Lastly, we report the time
segment in which t values of the comparison between the two difference
waveforms exceed the critical value under a one-tailed t-distribution
(�1.72, for one-tailed testing). The period comprises a window from 278
to 414ms (136ms duration) (Fig. 6B. Right). The topographical repre-
sentation of the difference waveforms visibly exhibits the distinct tem-
poral evolution of the effect (Fig. 6C).



Fig. 3. A: Difference waveforms of the statistically significant contrasts (HC minus LC and HC minus NS) in the non-parametrical cluster-based permutation analysis
that comprised the full epoch (0–4200ms) time-locked to the onset of the sentence context, at 5 representative electrodes (F3, F4, Fz, Cz and Pz). The onset of each
word is marked with a vertical dotted line and the corresponding word position (wx). The grey portions represent the statistically significant areas of the cluster.
Negative is plotted upward. B: Scalp maps displaying the temporal evolution of the sentence-level sustained negativity based on mean amplitude differences (HC minus
LC and HC minus NS) in eight consecutive epochs of 500ms. The range of voltage values for the maps is �2.5 μV.

Fig. 4. Grand-averaged ERPs to the pre-word interval showing the local slow negative potential preceding the presentation of the final word at frontal (Fz, F3/4, F7/8)
and fronto-central (FCz, FC3/4) sites, where the differences were maximal. The ERPs are time-locked to the onset of the penultimate word. The grey area indicates the
time intervals that were separately subjected to statistical analysis. The time values (X axis) are referenced to the onset of the final word.
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4. Discussion

This study investigated sustained ERP correlates associated to the
build-up of predictions during sentence processing. To address this,
participants read, word by word, sentences with different degrees of
semantic constraint (high, low or none) and a constant 1 s interval be-
tween the penultimate and the final word (congruent or incongruent). In
support of our main hypothesis, processing differences as a function of
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semantic constraint were captured by broadly distributed sustained
negativities that emerged early and gradually over time, with increas-
ingly larger amplitudes for high than low levels of constraint. The dif-
ferences were maximal in the interval immediately preceding the closing
word, which elicited a left-dominant local slow negative potential with a
graded amplitude modulation to the level of constraint, replicating a
previous report in speech comprehension (Le�on-Cabrera et al., 2017).
The presentation of the closing word elicited a canonical modulation of



Fig. 5. Scalp maps of the mean amplitudes of the difference waveforms (HC minus LC and HC minus NS) showing the temporal evolution of the local slow negative
potential that developed in the 1000ms pre-word interval in five consecutive time-windows of 200ms. The range of voltage values for the maps is �2 μV.

Fig. 6. A: Grand-averaged ERPs for each condition showing the N400 compo-
nent at the CPz electrode, time-locked to the onset of the final word. The grey
area indicates the interval where the amplitudes were statistically compared. B.
Left: Difference waveforms (Incongruent minus Congruent) displaying the N400
effect to each condition of semantic constraint. The grey segments correspond to
the statistically significant clusters. B. Right: Difference waveforms of t-value
evolution of the differences between the two waveforms. The grey dotted line
indicates the point at which the waves start to differ. C. Scalp maps of the mean
amplitude difference between the difference waveforms in Figure 6B every
100ms in the 150–650ms interval, showing the earlier onset of the effect for the
HC compared to the LC condition. The voltage values for the maps ranged
� 4 μV.
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the N400 component to semantic fit and an earlier onset of the N400
effect for high compared to low contextual constraint. As we argue
henceforth, the features of the local and sentence-level negativities
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support their functional interpretation as indices of predictive processing
and the N400 effects are also in line with this interpretation. We focus
first on the local slow potential, given the availability of similar instances
in the literature, then turn to the novel contributions of the sentence-level
modulation and, finally, to the N400 effects.

The local slow potential in the pre-word interval replicates the finding
of Le�on-Cabrera et al. (2017) using a similar task in speech comprehen-
sion. In both studies, we observed the development of a slow negative
potential over fronto-central sites and a graded pattern of amplitude
differences as a function of contextual constraint, with more negative
amplitudes for stronger levels of constraint (HC< LC<NS). We noted
that the observed potential shared many features with the SPN – a frontal
locus, a gradual amplitude increase over time, and a modulation that
agrees with the predictability of the upcoming event (Walter, 1964;
Brunia and Damen, 1988). The fact that we found a very similar slow
potential using different input modalities (i.e. auditory and visual) bol-
sters the idea that it is associated to a top-down process, such as semantic
anticipation. If it reflected unspecific anticipatory attention towards an
imperative stimulus (in this case, the final word), one would expect
different topographical distributions for each sensory modality (Brunia
and Van Boxtel, 2004).

The left-dominant topographical distribution of the amplitude dif-
ferences in the local slow potential is reminiscent of prior reports that are
thought to reflect the manipulation of verbal representations. For
instance, Heil et al. (1996) had participants learn the associations be-
tween a drawing and one, two or three words. During recall, a frontal
negativity developed prior to the presentation of the word. Resembling
the current findings, the slow wave was maximal at left anterior areas (in
their case, the F3 electrode), where the amplitude was monotonically
related to the number of verbal representations that had to be retrieved
(see also R€osler et al., 1995). Other studies have associated left anterior
negativities to the elaborative encoding of verbal associations (Lang
et al., 1988), the retention of verbal material (Ruchkin et al., 1990) or the
active maintenance of verbal items (Khader et al., 2007). More generally,
in studies of language comprehension using more elaborate materials,
transient left anterior negativities have been typically associated to WM
operations such as the temporary storage or the retrieval of specific el-
ements (Kluender and Kutas, 1993; Fiebach et al., 2002; Piai et al., 2013;
Matzke et al., 2002).

The possibility that the amplitude modulation of the local slow po-
tential is associated to the retrieval and/or maintenance of verbal in-
formation fits nicely with a prediction-based interpretation of the effect –
the sentence context could have led to the retrieval of semantic features
associated to the most probable continuations before their bottom-up
input (Kutas et al., 2011, for a review). If the context is sufficiently
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constraining, as in the HC condition, even specific lexical items could
have been pre-activated (Boudewyn et al., 2015), but this possibility
cannot be tested with the current task. Following this,
contextually-driven semantic and/or lexical predictions would establish
different levels of expectancy towards the upcoming word. In a similar
token, Grisoni et al. (2017) attributed to semantic prediction their
finding of a slow negative potential that was maximal over the motor
areas conceptually-related to the final word. The distinct topographical
distribution may be accounted by task differences, such as the use of
action verbs (instead of nouns, in our case) or the restriction of candi-
dates to only two possible semantic categories (instead of an unbounded
set of categories). This could have led to the activation of qualitatively
distinct information, thus tapping on distinct cortical regions. Never-
theless, both studies converge in finding anticipatory slow potentials that
are modulated by semantic constraint in a way that is consistent with
contextually-driven anticipation.

Importantly, the present study reveals that the local slow potential
may be the continuation of slower, sentence-level process. Based on
interactive models of language comprehension, we hypothesized that
contextual constraint would have an earlier and sustained impact on
brain activity during sentence processing. Accordingly, we found that HC
contexts diverged already at the fourth word from NS contexts, and at the
fifth word from LC contexts. These differences were captured by a slow
sustained negativity that developed gradually across sentence processing
and that was broadly distributed over frontal and central areas. On the
one hand, the sustained negativity could result from the sum of succes-
sive word-level integration processes, given that it spanned over several
words. Under this view, it could reflect the incremental construction of a
meaning representation. Accordingly, the pattern of differences could be
explained by the relative ease or difficulty integrating the words that
each type of context affords; the greater semantic information provided
by HC contexts, relative to LC and NS contexts, would have facilitated the
incorporation of the words into the higher-level representation of the
sentence, and possibly also the achievement of a clearer message-level
interpretation. On the other hand, the sentence-level modulation could
be capturing more than word-by-word context updating. The differences
are also consistent with more recent prediction-based models of language
comprehension, whereby contextual information influences the state of
the language processing system before bottom-up input is received. In
fact, the early and progressive evolution of the differences agrees well
with the notion that predictions about upcoming concepts (and/or some
of their features) are computed and continuously updated online (for a
review, Kuperberg and Jaeger, 2016).

As we described in the Introduction, high-level integration during
sentence processing has been associated with slow positive (rather than
negative) shifts (see Kutas and King, 1996, for a review). For instance,
Van Petten and Kutas (1991) found that reading semantically meaningful
and congruent sentences lead to a word-by-word decrement of the N400
component, resulting in a slow positive shift. Cross-clause negativities
have been linked to increased WM demands when processing sentences
that have more difficult syntactic configurations (e.g., King and Kutas,
1995; Müller et al., 1997; Fiebach et al., 2002) or in which the linguistic
order of presentation of the events does not match the conceptual order
(Münte et al., 1998). Following this, the polarity of the sentence-level
modulation could be indicative of differences in memory demands as a
function of contextual constraint. For instance, some authors have sug-
gested that memory demands could be involved in maintaining multiple
representations active in parallel when the context allows for several
interpretations (Wlotko and Federmeier, 2012). Interestingly, the theo-
retical models that were used account for the effects in some aforemen-
tioned studies (King and Kutas, 1995; Müller et al., 1997; Fiebach et al.,
2002) purport that processing, and memory costs are incurred by the
temporary maintenance of partial linguistic informationWM (Clifton and
Frazier, 1989; Gibson, 1998). Although these models were devised to
account specifically for syntactic parsing phenomena (i.e. filler-gap de-
pendencies), similar cognitive mechanisms could be involved during
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semantic processing in some situations. If predictive processing is
engaged, memory demands could be involved in maintaining predicted
representations available within the cognitive system, at least until
bottom-up input is received. In this line, some accounts of prediction
have suggested that items are predictively added to the contextual rep-
resentation that is being held in WM (Lau et al., 2013), thus implying a
potential relationship between working memory and predictive pro-
cesses in language.

The LC and the NS condition did not differ significantly in the
sentence-interval. This may seem surprising, given that in the NS con-
dition it was impossible for participants to build a meaningful repre-
sentation, whereas they should have been able to do so in the LC
condition. However, it should be noted that the LC condition in this task
had a very low semantic constraint – the mean cloze probability was
below 10%. Therefore, it is possible that participants could not accrue
much information online and were unable to either build a robust
contextual representation or generate online predictions in the LC con-
dition. However, the two conditions differed significantly in the pre-
word interval, suggesting that the LC condition could have eventually
offered some preparatory advantage over the NS condition. At this point,
we should also consider that some features of the task – such as the cloze-
like structure of the sentences (Ferreira and Lowder, 2016),
word-by-word presentation of stimuli or/and the introduction of a delay
– may have encouraged participants to adopt a more strategic approach
for sentence comprehension that would not be engaged in other situa-
tions (Brothers et al., 2017). For example, if the task structure had been
less favorable for prediction, or sentence comprehension had assisted an
ulterior task goal, perhaps the qualitative distinction between NS and LC
sentences would have been more relevant and the two conditions would
have differed substantially also during sentence processing.

Finally, we examined processing differences once the final word was
presented. We found the classical modulation of the amplitude of the
N400 component to contextual constraint (e.g. Kutas and Hilyard, 1984)
and to the congruency of the sentence completions (e.g. Kutas and Hill-
yard, 1984; Kutas and Federmeier, 2000). In addition, we found an
earlier onset of the N400 effect (incongruent minus congruent) for HC
compared to LC contexts, which replicates a previous observation using
auditory stimuli (Le�on-Cabrera et al., 2017). On the one hand, the latency
effect could stem from facilitated processing for congruent words in the
HC contexts (Federmeier and Kutas, 1999). This is consistent with the
functional interpretation of the local and sentence-level slow negativities
that precede word processing as correlates of prediction, whereby se-
mantic features associated to the best completion would have become
activated, consequently allowing for faster word integration upon
receipt. On the other hand, in case stronger forms of prediction took
place, HC contexts could have led to the lexical pre-activation of the best
completion specifically, allowing to detect a mismatch sooner through
straightforward comparison with the bottom-up input (Boudewyn et al.,
2015). However, in previous studies, mismatch effects have been usually
attributed to even earlier responses, such as an N200 (Boudewyn et al.,
2015) or an N250 (Cermolacce et al., 2014). In these studies, the validity
of the predictions was almost 100% in the HC condition, either because
contexts were maximally constraining (Boudewyn et al., 2015) or
because fixed expressions (i.e. proverbs) were used. This could have
encouraged stronger forms of prediction (i.e. lexical pre-activation) than
in this task, where predictions were disconfirmed by incongruent endings
in half of the sentences. Although the present data is insufficient to tell
apart the exact underlying mechanism, the finding of a latency effect
supports the involvement of predictions at the semantic level during
comprehension in this task.

Altogether, these findings contribute significantly to the available
literature by providing clear evidence of early, continuous and gradual
impact of top-down information on sentence comprehension. The
sentence-level negativity represents one of the few instances of slow and
sustained changes associated to semantic constraint, extending previous
studies that focused on more transient effects (Le�on-Cabrera et al., 2017;
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Grisoni et al., 2017). Overall, the pattern of results adds to previous ev-
idence in support of prediction in language comprehension, in the sense
that the state of the system changes prior to bottom-up input (in this case,
at least prior to the final word of the sentence) as a function of top-down
information. Interestingly, the local slow potential could be reflecting
retrieval or maintenance of a verbal representation at some representa-
tional level, but we did not find clear evidence of the pre-activation of
specific lexical representation either in the pre- or at the post-word in-
tervals. Future research is needed to investigate the potential relationship
between the observed slow negativities and stronger forms of prediction,
as well as differences in memory demands. The current experimental
approach seems to be a valuable method to reveal potential markers of
predictive processes engaged during sentence comprehension, and future
studies should address whether these results can be transferred to
different experimental set-ups or to more naturalistic comprehension
contexts.
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