Working memory updating training modulates a cascade of event-related potentials depending on task load
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ABSTRACT

The brain mechanisms of working memory (WM) training in humans remain unclear. Here we examined how WM updating training modulates a cascade of event-related potentials (ERPs) elicited at different processing stages. We hypothesized that WM updating training results in decreases in the early responses reflecting stimulus selection and response preparation, and increases the late slow responses reflecting maintenance of to-be-remembered materials. Healthy adults were randomized to a WM updating group that trained an adaptive dual n-back task (n=20), and an active control group that played a computer game (n=20). Both groups performed three 25-min training sessions per week for five weeks. Pretest-posttest comparisons showed that the training group significantly improved their performance as compared to the active controls, but this was limited to the trained task. In line with our hypothesis, P2-N2-P3 complex showed changes from pre- to posttest. In the training group this was observed as decreased load-effect while in the control group there was an opposite pattern at some latencies. Slow waves elicited during the maintenance were decreased in the easy task and increased in the difficult task. Taken together, our findings suggest that the early and late ERPs are differentially affected by training. When task demands are high, training may lead to an improved ability to actively maintain several stimuli in memory, and when they are low, training results in more efficient processing and automatization.

1. Introduction

Working memory (WM) allows us to maintain, manipulate, and update information contents in mind (Baddeley, 1986). Due to its fundamental role in cognition, coupled with its limited capacity, WM has been a key target in intervention studies aiming to induce plasticity in human executive functions (Constantinidis & Klingberg, 2016). However, as the behavioral outcomes of WM training have been disputed (Melby-Lervåg & Hulme, 2013; Melby-Lervåg, Redick, & Hulme, 2016; Soveri, Antfolk, Karlsson, Salo, & Laine, 2017), a better understanding of the underlying brain mechanisms of WM training is called for. Hence, the most recent meta-analyses suggest that training-related transfer is observed mostly in the tasks that are structurally similar to the trained tasks (Soveri, Antfolk, & et al., 2017). Studies investigating the underlying brain mechanisms could potentially pinpoint in more detail the influence of training at different stages of the perception-action continuum (see Salmi, Nyberg, & Laine, 2018).

Human brain imaging studies have found modulations of large-scale brain networks by WM training (Constantinidis & Klingberg, 2016; Salmi et al., 2018). While sensory-motor training not requiring WM has...
been traditionally associated mostly with activation decreases (Chein & Schneider, 2005), in WM training studies activation increases have also been frequently reported (Salmi et al., 2018). Decreased brain activity following training is thought to reflect higher automaticity (Chein & Schneider, 2012), possibly explained by increased sensitivity to detect stimuli (Rainer and Miller, 2000). Higher activity, in turn, has been associated with an enhanced role of controlled processing (e.g., attention, WM), possibly reflecting higher number of neurons engaged or higher firing rates (Qi, Meyers, Stanford, & Constantinidis, 2011; Meyers et al., 2012). In the WM training literature, it has also been debated whether the practice effects result in the recruitment of new functional systems (re-organization of the WM networks, Kelly, Foxe, & Garavan, 2006, see also Buschkuehl, Jaeggi, & Jonides, 2012), or if the neuronal plasticity is limited to the WM networks that were activated by the same tasks already prior to training (Constantinidis & Klingberg, 2016). Current empirical evidence mostly stemming from functional magnetic resonance imaging (fMRI) studies supports the latter view (Salmi et al., 2018). It should be noted, however, that the link between increases and decreases of brain activity is still speculative (Constantinidis & Klingberg, 2016). The complexity of the issue is further evidenced by the relativity of the neuronal changes to behavioral outcomes, the effect of cognitive load in the testing task on the observed brain activity, and general difficulties in defining baselines. In a typical task-based fMRI study, baseline is defined by another experimental task, meaning that the effects are relative to another condition. Due to the limitations of fMRI in direct comparisons of the pretest and posttest effects, and even more so because of its temporally sluggish signal, more evidence of how WM training affects particular temporal patterns in brain activity is clearly needed.

Flexible updating of WM contents is a key aspect of executive functioning (Miyake et al., 2000). Updating refers to refreshment of WM contents so that the information maintained can be linked to the ongoing task or goal at hand (e.g., Morris & Jones, 1990). Other WM component functions associated with updating include selection of incoming information, inhibition of the irrelevant information, and continuous monitoring of performance. Specific component functions required in updating are thought to vary depending on the task demands: when the executive demands are low, there are more resources available for the active maintenance of relevant information, and vice versa (Bailey, Mlynarczyk, & West, 2016; Botto, Basso, Ferrari, & Palladino, 2014; Ecker, Lewandowski, Oberauer, & Chee, 2010; Ecker, Mayberry, & Zimmer, 2013; Vilà-Balló et al., 2018). Indeed, a few studies specifically focusing on WM maintenance have reported enhanced event-related potential (ERP) responses in the easy condition in which the participant should be able to keep the previous stimulus actively in mind, as compared with the more difficult condition in which constant maintenance is getting difficult because of the intervening stimuli (see Bailey et al., 2016, Vilà-Balló et al., 2018). WM training studies conducted with fMRI have provided evidence that decreased brain activity is mostly observed in brain areas involved in earlier processing stages, while increased brain activity is observed in brain areas such as the prefrontal cortex that are involved in higher-level functions (Salmi et al., 2018). This raises a question as to whether training could improve maintenance in the difficult condition, and in the easier tasks, in turn, lead to automatization of perceptual processing. However, the limited temporal resolution of fMRI has not been able to address the training effects on specific WM subfunctions or processing stages.

Despite its better temporal resolution, previous ERP studies on WM training have not focused on separating between WM component processes (e.g., Gevins et al., 1996, Langer, von Bastian, Wirz, Oberauer, & Jäncke, 2013). Yet one ERP study found that training modulated the intralateral delay activity that presumably reflects early WM processes such as maintenance of active task-relevant information in WM (Kundu, Sutterer, Emrich, & Postle, 2013). In addition, another ERP study observed that training influences interference control by increasing activity over the posterior regions (Oelhafen et al., 2013). Although active maintenance is amongst the most thoroughly examined WM component functions (Levy & Goldman-Rakic, 2000), there is currently no direct evidence whether WM updating training influences maintenance mechanisms in the human brain. Considering that updating has been extensively used as a method to train WM due to its role in refreshing the WM contents and linking those to the goal or task at hand (e.g., Soveri, Antfolk, et al., 2017; Soveri, Karlsson, Waris, Grönholm-Nyman, & Laine, 2017), it is surprising that it has not been at focus in previous ERP studies.

WM modulates a cascade of ERP responses from early to late latencies. One of the earliest components is the P2 (a positive waveform peaking at 200 ms post stimulus) response that is reflective of sensory cortical functions contributing to selection of information (see Crowley & Colrain, 2004). P2 has been reported, not only in updating tasks (e.g., McEvoy, Smith, & Gevins, 1998 Rámá et al., 2000, Lenartowicz, Escobedo-Quiroz, & Cohen, 2010, Luu et al., 2014, Dong, Reder, Yao, Liu, & Chen, 2015) but also in other types of WM tasks (e.g., Lefebvre, Marchand, Eskes, & Connolly, 2005, Marchand, Lefebvre, & Connolly, 2006, Mecklinger & Pfeifer, 1996, Ruchkin, Canoune, Johnson, & Ritter, 1995). Similarly, the following N2 response is modulated in WM tasks (Dong et al., 2015; Luu et al., 2014; Mecklinger & Pfeifer, 1996), and it is thought to reflect, for instance, maintenance of context information (Azizzian, Freitas, Parvaz, & Squires, 2006) and detection of novel stimuli (Polstein & Van Petten, 2008). Along the same lines, modulations of the subsequent P3 component are frequently observed. Especially its latter subcomponent, P3b, is associated to WM updating, allocation of attentional resources, and/or amount of resources demanded in the current task (Daffner et al., 2011; Dien, Spencer, & Donchin, 2004; Donchin, Miller, & Farwell, 1986; Lenartowicz et al., 2010). There is some evidence, mostly from studies utilizing differential experimental approaches such as the Sternberg task (Shiran & Breznitz, 2011), a go/no-go task (Liu, Lishak, Tannock, & Woltering, 2017), but also a very recent study utilizing the n-back task (Covey, Shucard, Benedict, Weinstock-Guttman, & Shucard, 2018), suggesting that ERPs especially at N2-P3 latencies are modulated by WM training. Although those fMRI studies have mostly encountered activation decreases at the early processing stages (Salmi et al., 2018), there are several ERP studies that have reported increased responses in the direct comparisons between the pretest and posttest (e.g., Berry et al., 2010, Shiran & Breznitz, 2011, Covey et al., 2018). The links between these ERP effects and fMRI findings, as well as neurophysiological recordings in non-human primates remain to be discovered.

Furthermore, previous research with the popular delayed matching-to-sample paradigm probing short-term memory has repeatedly demonstrated that maintenance of information is reflected as a slow-wave component that appears in-between stimuli (e.g., Ruchkin et al., 1995, Mecklinger & Muller, 1996, Mecklinger & Pfeifer, 1996, Barriga-Paulino, Rodríguez-Martínez, Rojas-Benjumea, & Gómez, 2014). Both negative and positive slow waves with varying topographies during WM task performance have been reported and tentatively assigned to different functional roles (see Ruchkin, Johnson, Grafman, Canoune, & Ritter, 1992, Ruchkin et al., 1995). Consistent with these findings, studies in non-human primates have reported maintenance of neural activity during the retention period of the delayed matching-to-sample task (see Fuster, 2000 for a review). In humans, slow negative components (NSW) persisting throughout the retention interval in WM tasks predict the number of objects to be maintained in memory (Fukuda, Awh, & Vogel, 2010; Luria, Balaban, Awh, & Vogel, 2016). A slow wave related to active maintenance of WM contents between n-back trials has been reported in a few prior studies (Bailey et al., 2016; Vilà-Balló et al., 2018). There is evidence that also the amplitude of the contingent negative variation (CNV, Walter, Cooper, Aldridge, McCallum, & Winter, 1964) during the retention interval is smaller when the memory load is higher (Ford, Roth, Mohs, Hopkins, & Kopell, 1979; Roth et al., 1975; Roth, Rothbart, & Kopell, 1978), but this response can be distinguished from the other slow waves based on its scalp distribution
We examined how WM training modulates a cascade of ERP components from early P2-N2-P3 complex locked to the stimulus to slow waves observed during the maintenance stage. Based on previous fMRI studies (for a meta-analysis see Salmi et al., 2018), we expected differential training effects at early and late processing stages. We expected that early sensory-motor processing modulated by attention would be more efficient after training, being reflected as smaller load effect. We also tested a specific hypothesis suggesting that WM updating training would make the maintenance of to-be-remembered materials more effective, seen mainly in improved performance and changes in slow waves linked to WM maintenance. This hypothesis raises from non-human primate studies demonstrating that WM training results in an increase in the number of activated dorsal and ventral prefrontal neurons during maintenance of information in WM (Qi et al., 2011). Our training task was a dual n-back task, because n-back tasks are amongst the most widely used WM tasks and because the slow wave responses related to maintenance have been identified with this paradigm (Bailey et al., 2016; Vilà-Balló et al., 2018). In an n-back task, the participant is to decide whether the current stimulus matches this paradigm (Bailey et al., 2016; Vilà-Balló et al., 2018). In an n-back task, the participant is to decide whether the current stimulus matches the one n steps back in the stimulus sequence. We expected that successful n-back training would enhance the use of active maintenance even under higher n-back load, reflected as slow wave amplitude increase in that condition. In contrast, in the load condition, slow waves may even diminish after training due to partial automatization of performance in the trained task during the practice period. To be able to examine the cascade of responses starting from the early latencies we utilized a conventional −200 to 0 ms baseline (see Gómez et al., 2018 for the effect of the analysis approach in WM studies). Furthermore, in the Supplementary Online Material (SOM), Figure Supplementary figure 1, Figure Supplementary figure 2, and Figure Supplementary figure 3 we also report analyses with a pre-stimulus baseline focusing on the WM maintenance related effect, that is similar to our prior cross-sectional study in the same participants where we found a link between positive slow wave (PSW) and WM maintenance (Vilà-Balló et al., 2018).

2. Materials and methods

2.1. Participants

The present sample included 48 right-handed Spanish university students. Two participants were excluded because of health issues (one had moderate depression symptoms and the other had bulimia nervosa). One participant was excluded because he did not understand the instructions during the first session, and consequently, failed to respond to any target. Moreover, based on the previous literature (Marco-Pallares, Cucurrell, Münte, Strein, & Rodríguez-Fornells, 2011), 5 participants were excluded due to too few correct trials (minimum 20) after the artifact rejection. After exclusions based on health issues and poor signal quality, the final sample included 40 healthy participants (see Table 1 and SOM). All participants gave their informed consent prior to the pretest and were reimbursed with 100 € after study completion. The study was reviewed and accepted by the Clinical Research Ethics Committee of the Bellvitge University Hospital, University of Barcelona, Spain.

2.2. Training regime

Before the training began, all participants took a pretest (see task description below, details in SOM). After the pretest, the participants were randomized into a WM updating training group or an active control group and underwent their respective training for five weeks (3 sessions/week, 20–25 min/session). The training period was followed by a posttest employing the same computerized tasks as in the pretest. The task order was randomized for each testing session, and test versions (see below) were counterbalanced across participants.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Training</th>
<th>Control</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex F/M</td>
<td>15/5</td>
<td>19/1</td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td>22.00 (3.31)</td>
<td>21.80 (2.67)</td>
<td>0.837</td>
</tr>
<tr>
<td>Education (years)</td>
<td>15.65 (1.53)</td>
<td>16.20 (1.58)</td>
<td>0.270</td>
</tr>
<tr>
<td>WASI Similarities</td>
<td>21.55 (3.85)</td>
<td>19.75 (3.37)</td>
<td>0.124</td>
</tr>
<tr>
<td>BDI-II</td>
<td>4.40 (3.72)</td>
<td>3.35 (3.98)</td>
<td>0.394</td>
</tr>
<tr>
<td>Motivation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First meeting</td>
<td>7.90 (1.37)</td>
<td>7.90 (1.48)</td>
<td>1.000</td>
</tr>
<tr>
<td>Pretest</td>
<td>8.15 (1.27)</td>
<td>7.85 (1.57)</td>
<td>0.509</td>
</tr>
<tr>
<td>During training</td>
<td>8.10 (1.21)</td>
<td>7.95 (1.36)</td>
<td>0.714</td>
</tr>
<tr>
<td>After training</td>
<td>8.60 (1.14)</td>
<td>8.55 (1.23)</td>
<td>0.895</td>
</tr>
<tr>
<td>Posttest</td>
<td>8.20 (1.06)</td>
<td>8.20 (1.15)</td>
<td>1.000</td>
</tr>
</tbody>
</table>

2.3. Training tasks

Our training regime was similar to our previous behavioral study (see Soveri, Karlsson, & et al., 2017, more details in SOM). The WM updating training group practiced with a dual n-back training task. It included a phonological n-back task with syllables presented through headphones, and a parallel visuospatial n-back task where white squares appeared in eight possible locations on the screen. The task was adaptive, i.e., the difficulty level was automatically adjusted according to participant’s performance (above 90% accuracy threshold for n increase and below 75% threshold for n decrease). The n could vary between 1 and 9, and each training session began with a 2-back sequence. When a training session was over, a result screen was displayed. Each session included 20 sequences, with each sequence containing 20 syllables and 20 squares. Each block in the training task included six auditory targets and six visuospatial targets (four in one modality only; two in both modalities at the same time). Training tasks also included lures (n−1 or n+1 targets) that appeared randomly. The active control group played a video game (Bejeweled 2) with a rather low WM load (as compared to the experimental task) for 20 min in each training session and recorded their scores in personal training logs. Although Bejeweled 2 provides a score that reflects progress in the game, we did not attempt to analyze these scores as it is unclear which specific cognitive functions they reflect. The same computers were used for playing Bejeweled 2 and for WM training. Both the training and the control sessions were performed in a quiet chamber annexed to the EEG cabin. The training and the control sessions were performed in groups of maximum four participants.

2.4. Pre- and posttest measures

The behavioral pre- and posttest measures were largely similar to those in Soveri, Karlsson, and et al. (2017) (see SOM). These tasks included (1) a dual n-back task similar to the one used in training but with 10 sequences, (2) a single visual n-back task with digits from 1 to 9 (see Fig. 1), (3) a set shifting number-letter task, (4) verbal and visuospatial running memory WM updating tasks (including set shifting, see Soveri, Karlsson, & et al., 2017), (5) a number substitution task (Carretti, Cornoldi, & Pelegrina, 2007), and (6) verbal and visuospatial simple span tasks (digit span, Corsi block). Single n-back tasks were presented only during the EEG recording. All pre- and posttest tasks were computerized. To examine near transfer, four composite scores based on previous research were created from z-transformed scores (Soveri, Karlsson, & et al., 2017, see SOM). As the single digit n-back task was, unlike the other WM tasks, structurally similar to the trained task (task-specific transfer), we did not include it in the composite...
**2.5. ERPs experiment**

**2.5.1. Procedure**

At pre- and posttest, we administered a single n-back task with digits that was adapted to simultaneous measurement of ERPs (for details, see Vilà-Balló et al., 2018, which is based on the pretest data of a partially overlapping sample). The participants responded to both target and non-target trials, performing eight 1-back (low load) sequences and sixteen 3-back (high load) sequences. Each trial began with a fixation point. After 450 ms, a digit appeared on the screen for 1500 ms (1950 ms stimulus onset asynchrony). Participants had to press the ‘yes’ button (target trials) when a number was the same than the previous number (1-back task) or the number presented three numbers before (3-back task). For the other, non-target numbers that included standard, n − 1 lure, and n + 1 lure non-target trials, the participants had to press the ‘no’ button.

2.5.2. Electrophysiological recording

Electroencephalogram (EEG) was recorded continuously (digitized with a sampling rate of 250 Hz, bandpass 0.01–70 Hz) using SynAmp Neuroscan amplifiers from 29 tin electrodes mounted on an elastic cap and located at standard positions (FP1/2, F3/4, C3/4, P3/4, O1/2, F7/8, T3/4, T5/6, Fz, Cz, Pz, FC3/4, FT7/8, CP3/4, TP7/8, FCz, CPz), and the left and right mastoids. Vertical eye movements were monitored by an electrode placed below the right eye. To be able to monitor the mastoid activity during the recording, the EEG was referenced on-line to the right ocular canthus (Morís, Luque, & Rodríguez-Fornells, 2013; Vilà-Balló et al., 2017). Electrode impedances were maintained below 5 kΩ. After, the EEG signal was offline re-referenced to the mean activity at the two mastoid electrodes algebraically subtracting out the on-line reference, being the same as using on-line referencing to mastoids (Cohen, 2014; Luck, 2014).

2.5.3. EEG data analyses

ERPs were time-locked to the stimulus presentation first from −200 to 1950 ms time-range (baseline −200 to 0 ms). Waveforms were separately obtained from the 1-back and 3-back conditions. Epochs exceeding ± 75 µV in electrooculogram (EOG) or EEG were removed offline for further analysis using the extreme value function of the EEGLab toolbox. Also in the ERP analyses, only correct trials with RT responses slower than 120 ms or faster than 3 standard deviations from the participant’s mean were considered for the analyses. The P2 (220–270 ms), N2 (270–330 ms), P3 (330–430 ms), and NSW (500–1000 ms) responses were defined based on the previous literature.

The time-windows were centered on the peak activity of each component.

Different repeated measures ANOVAs for the mean amplitudes were carried out for each component. Each ANOVA included the following three within-subject factors: load (1-back vs. 3-back), session (pre vs. post), and electrode (frontal [electrode FZ], central [electrode CZ], posterior [electrode PZ]). In addition, there was one between-subject factor (training vs. control group). The selection of electrodes was based on the topography and previous articles (Vilà-Balló et al., 2018, see also Bailey et al., 2016).

To correct for possible violations of the sphericity assumption (Jennings & Wood, 1976), the Greenhouse–Geisser epsilon correction was used, and the adjusted p-values after the correction are reported. The Cohen’s $f$ and $d$ were used as effect size measures for the ANOVAs and the t-tests, respectively (Cohen, 1992).

3. Results

3.1. Behavioral results

3.1.1. Dual n-back task

At pretest, the mean n-back level achieved in 10 blocks across all participants was 2.48 (SD = 0.554, see Table 2, Fig. 2A/B). Training effects were examined with a repeated measures ANOVA on the maximum n-back level achieved, using session (pre; post) and group (training; control group) as independent variables. The results showed a statistically significant interaction between session and group ($F (1,38) = 146.789, p < 0.001, f = 1.963$), stemming from higher n-
back level for the training group at the posttest, as compared to the control group (Table 2). There was also a statistically significant main effect of session (F(1,38) = 236.469, p < 0.001, f = 2.500), indicating that both groups improved their performance from pretest to posttest. The results also showed a statistically significant main effect of group (F(1,38) = 48.371, p < 0.001, f = 1.283) and load (F(1,38) = 31.914, p < 0.001, f = 1.899), suggesting that overall, the training group performed better than the control group. A follow-up analysis on pretest performance, however, revealed no statistically significant difference in performance between the two groups (t(38) = 0.282, p = 0.780, d = 0.009).

3.1.2. Single n-back task

This task showed the canonical load effects at pretest (Table 2). The training group and active controls performed similarly in the 1-back (t(38) = 0.967, p = 0.339, d = 0.304) and 3-back tasks (t(29.51) = 0.780, p = 0.442, d = 0.247) at pretest. A repeated measures ANOVA did not show significant interaction between group and session (F(1,38) = 1.513, p = 0.226, f = 0.199), neither between group, session, and load (F(1,38) = 0.612, p = 0.439, f = 0.084). However, there were significant main effects of session (F(1,38) = 18.314, p = 0.0001, f = 0.694) and load (F(1,38) = 45.789, p = 0.0001, f = 1.283), and an interaction between session and load (F(1,38) = 62.567, p = 0.0001, f = 1.097).

3.1.3. WM updating composite

The groups did not differ on this measure at pretest (t(33) = 0.665, p = 0.510, d = 0.225, Table 2). Repeated measures ANOVA showed no interaction between group and session (F(1,38) = 2.748, p = 0.107, f = 0.285), neither a main effect of session (F(1,34) = 0.005, p = 0.944, f = 0.003).

3.1.3.1. WM interference control composite

The groups did not differ on this measure at pretest (t(33) = 0.530, p = 0.599, d = 0.181, Table 2). Based on the results from the repeated measures ANOVA, there was neither interaction between group and session in the WM interference control composite (F(1,33) = 1.899, p = 0.177, f = 0.239), nor main effect of session (F(1,33) = 0.003, p = 0.960, f = 0.003).

3.1.3.2. Passive and active WM composites

There was no group difference in either the passive (t(36) = 0.949, p = 0.349, d = 0.310) or the active (t(33) = 0.596, p = 0.555, d = 0.204) WM composite at pretest (Table 2). Repeated measures ANOVAs did not show interactions between group and session (Passive: F(1,36) = 0.596, p = 0.445, f = 0.128; Active: F(1,33) = 1.555, p = 0.221, f = 0.217) or main effects of session (Passive: F(1,36) = 0.206, p = 0.653, f = 0.078; Active: F(1,33) = 0.162, p = 0.690, f = 0.071).

3.2. ERP results

As can be observed in Fig. 3, a P2, followed by an N2 and then P3 were elicited during the stimulus selection and response preparation period (200–500 ms). After the P3 and during the maintenance period, there was a frontal NSW. Each of these components were observed in both groups and in both sessions. The following paragraphs will present the load effects and training effects for each ERP component separately (see Figs. 4 and 5).

3.2.1. P2 (220–270 ms)

For P2, there was a significant main effect of load (F(1,38) = 31.90, p < 0.001, f = 0.585), resulting from a higher response amplitude in the 3-back than in the 1-back condition (Fig. 3). We also found a

<table>
<thead>
<tr>
<th>Measure</th>
<th>n (training, control)</th>
<th>Variable</th>
<th>Training pretest</th>
<th>Control pretest</th>
<th>Training posttest</th>
<th>Control posttest</th>
<th>p (group × session)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dual n-back</td>
<td>20 + 20</td>
<td>Max level</td>
<td>2.45 (0.510)</td>
<td>2.50 (0.607)</td>
<td>5.40 (0.821)</td>
<td>2.85 (0.671)</td>
<td>0.001</td>
</tr>
<tr>
<td>Single 1-back</td>
<td>20 + 20</td>
<td>Accuracy</td>
<td>94.30 (3.30)</td>
<td>93.17 (4.03)</td>
<td>93.95 (3.12)</td>
<td>91.62 (5.15)</td>
<td>0.342</td>
</tr>
<tr>
<td>Single 3-back</td>
<td>20 + 20</td>
<td>Accuracy</td>
<td>81.09 (6.76)</td>
<td>78.64 (12.30)</td>
<td>89.56 (6.16)</td>
<td>84.69 (9.70)</td>
<td>0.226</td>
</tr>
<tr>
<td>WM Updating</td>
<td>17 + 19</td>
<td>Z-score</td>
<td>−0.12 (1.39)</td>
<td>0.23 (1.70)</td>
<td>0.29 (1.50)</td>
<td>−0.15 (1.67)</td>
<td>0.107</td>
</tr>
<tr>
<td>WM Interference</td>
<td>17 + 18</td>
<td>Z-score</td>
<td>0.35 (1.79)</td>
<td>0.04 (1.64)</td>
<td>0.86 (1.43)</td>
<td>−0.43 (1.86)</td>
<td>0.177</td>
</tr>
<tr>
<td>Passive WM</td>
<td>19 + 19</td>
<td>Z-score</td>
<td>−0.30 (1.51)</td>
<td>0.18 (1.59)</td>
<td>0.00 (1.58)</td>
<td>0.10 (1.86)</td>
<td>0.445</td>
</tr>
<tr>
<td>Active WM</td>
<td>17 + 18</td>
<td>Z-score</td>
<td>−0.18 (1.65)</td>
<td>0.18 (1.87)</td>
<td>0.19 (1.26)</td>
<td>−0.01 (1.67)</td>
<td>0.221</td>
</tr>
</tbody>
</table>

Table 2
Means and standard deviations (in parenthesis) in each cognitive performance measure included in the analysis of behavioral data.

Fig. 2. Mean (± SEM) performance in the dual n-back task at the pretest and posttest sessions for the two groups (A). Training progress across 15 training sessions in the experimental group, including the mean (± SEM) n-back level achieved at each training session (B).
significant main effect of electrode \( (F(2,76) = 10.36, p = 0.001, f = 0.522) \), indicating that the P2 was larger at fronto-central sites. The lack of a significant main effect of group \( (F(1,38) = 0.25, p = 0.620, f = 0.084) \), suggested that there were no overall differences in the P2 amplitude when responses were pulled together across the two sessions. However, a significant main effect of session \( (F(1,38) = 11.35, p = 0.002, f = 0.547) \) indicated that the amplitude of the P2 decreased in the post session. A significant session \( \times \) group interaction \( (F(1,38) = 13.00, p < 0.001, f = 0.585) \) was also found, but there were no significant session \( \times \) load \( \times \) group \( (F(1,38) = 3.54, p = 0.068, f = 0.305) \) or session \( \times \) electrode \( \times \) group \( (F(2,76) = 2.10, p = 0.147, f = 0.234) \) interactions.

Post-hoc analyses performed on the mean amplitude from central electrodes and both loads, suggested that the session \( \times \) group interaction resulted at least partially from reduction of the P2 amplitude in the control group in the post session \( (\text{post minus pre: } t(19) = -5.02, p < 0.001, d = 0.512) \), which was not observed in the training group \( (\text{post minus pre: } t(19) = 1.64, p = 0.871, d = 0.010) \).

### 3.2.2. N2 (270–330 ms)

A significant main effect of load \( (F(1,38) = 32.23, p < 0.001, f = 0.921) \), suggested that the N2 amplitude was larger in the 1-back than in the 3-back condition (Fig. 3). A significant main effect of electrode was observed \( (F(2,76) = 26.25, p < 0.001, f = 0.832) \) which resulted from the centro-frontal distribution of this response. Also in the N2, the main effect of group was not significant \( (F(1,38) = 0.33, p = 0.567, f = 0.095) \). We observed a significant main effect of session \( (F(1,38) = 12.09, p = 0.001, f = 0.564) \), indicating that the N2 amplitude was larger in the post session. The session \( \times \) group interaction was not significant \( (F(1,38) = 2.95, p = 0.094, f = 0.279) \), but we observed a

---

**Fig. 3.** Stimulus-locked ERP responses with a baseline from −200 to 0 ms. Grand average ERPs for the 1-back (black lines) and 3-back (red lines) from nine electrode locations for pre (solid lines) and post (dashed lines) sessions, for both the training (A) and the control (B) group. The P2, N2, P3 and NSW components showed an increased positive activity for the 3-back compared with the 1-back. For illustration purposes, these ERPs were low-pass filtered to 8 Hz. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

**Fig. 4.** Stimulus-locked ERP responses with a baseline from −200 to 0 ms. Difference waveform ERPs involving 1-back minus 3-back for pre (solid black lines) and post (dashed black lines) sessions, for both the training (A) and the control (B) group. A cascade effect reflecting the reduction of the load effect was observed. Bottom part: scalp distribution of the P2, N2, P3, and NSW (1-back minus 3-back, −3.5/+3.5μV). For illustration purposes, these ERPs were low-pass filtered to 6 Hz.
significant interaction for session × load × group (F(1,38) = 18.53, \(p < 0.001, f = 0.699\)), suggesting that a training effect was observed when the load was accounted for. No other significant interactions related to the group were detected (session × electrode × group: \(F(2,76) = 0.882, \quad p = 0.379, \quad f = 0.153\); session × load × electrode × group: \(F(2,76) = 2.71, \quad p = 0.093, f = 0.268\)).

Post-hoc analyses for the N2 performed on the mean amplitude of central electrodes, revealed that there were group differences in the load effect (1-back minus 3-back) in the post session (t(38) = 2.92, \(p = 0.006, d = 0.924\)) that were not observed prior to training (t(38) = 1.80, \(p = 0.142, d = 0.474\). A second post-hoc analysis was performed to test the pre-post effects for 1-back and 3-back separately for each group. Importantly, in the training group, the amplitude of the N2 increased in the 3-back task from pretest to posttest (t(19) = −2.71, \(p = 0.014, d = 0.450\)). In the 1-back task, no training effect was observed (despite no differences were encountered for the 1-back (t(19) = 1.37, \(p = 0.184, d = 0.140\)). In the control group there was an opposite load effect: The N2 amplitude increase in the post session was observed for the 1-back (t(19) = −5.35, \(p < 0.001, d = 0.613\), but not for the 3-back (t(19) = −1.26, \(p = 0.223, d = 0.195\)) task.

3.2.3. P3 (330–430 ms)

For the P3, there was a significant main effect of load (F(1,38) = 26.68, \(p < 0.001, f = 0.755\)), resulting from larger amplitude in the 3-back condition than in the 1-back condition (Fig. 3). Similar to P2 and N2, there was also a significant main effect of electrode (F(2,76) = 114.98, \(p < 0.001, f = 1.741\), resulting from centro-posterior distribution. The main effect of group was not significant (F(1,38) = 0.33, \(p = 0.570, f = 0.010\)), neither the main effect of session (F(1,38) = 0.67, \(p = 0.417, f = 0.032\)) nor the session × group interaction (F(1,38) = 1.73, \(p = 0.196, f = 0.215\)). However, the session × load × group interaction was significant (F(1,38) = 11.21, \(p = 0.002, f = 0.636\)). This raises from the different effect of session on 1-back and 3-back tasks in the training group, which was not observed in the control group. The two other interactions were not significant (session × electrode × group: \(F(2,76) = 1.49, \quad p = 0.234, \quad f = 0.199\); session × load × electrode × group: \(F(2,76) = 2.77, \quad p = 0.090, \quad f = 0.270\), supporting the result that training had a different effect depending on the load.

A post-hoc analyses carried out for the mean amplitude of the P3 at central electrodes, revealed a reduction in the load effect from pretest to posttest in the training group compared to the control group (t(38) = 2.61, \(p = 0.013, d = 0.827\). In the pretest, no group difference in the load effect was observed (t(38) = −0.184, \(p = 0.868, d = 0.424\). An additional post-hoc analyses performed on the post-pre effects for the two load levels separately detected that the training effect comes primarily from an increase of the P3 amplitude in the 1-back from pretest to posttest (t(19) = 2.32, \(p = 0.032, d = 0.287\). In the 3-back task itself, the amplitude decrease was not quite significant (t(19) = −1.19, \(p = 0.209, d = 0.259\) or 3-back (t(19) = −0.27, \(p = 0.790, d = 0.036\).

3.2.4. NSW (500–1000 ms)

For NSW, the main effect of electrode was significant (F(2,76) = 17.25, \(p < 0.001, f = 0.673\), which comes from the widespread scalp distribution over the fronto-central-parietal scalp areas (Fig. 3). There was also a significant main effect of load (F(1,38) = 106.03, \(p < 0.001, f = 1.670\), caused by the response being larger in the 1-back condition as compared to the 3-back condition. The main effect of group was not significant (F(1,38) = 2.20, \(p = 0.146, f = 0.241\). The main effect of session (F(1,38) = 1.76, \(p = 0.192, f = 0.215\) as well as the session × group interaction (F(1,38) = 0.37, \(p = 0.548, f = 0.101\) were not significant. However, again the session × load × group interaction was significant (F(1,38) = 9.46, \(p = 0.004, f = 0.498\) suggesting a training effect when the task load was accounted for. The other interactions (session × electrode × group (F(2,76) = 1.65, \(p = 0.203, f = 0.209\); session × load × electrode × group (F(2,76) = 0.25, \(p = 0.695, f = 0.078\) were not significant, which indicates the session × load × group interaction is due to differential training effects in the two groups.
Post-hoc analyses carried out for the mean amplitudes of the NSW at central electrodes, encountered different load effects (1-back minus 3-back) between groups at the posttest (t(38) = 2.94, p = 0.006, d = 0.142) that were not observed in the pretest (t(38) = −0.15, p = 0.886, d = 0.928). The second post-hoc analysis conducted for the training group revealed that the training-related load effect change mainly results from reduction of the NSW amplitude in the 1-back task from pretest to posttest (t(19) = 3.22, p = 0.005, d = 0.456). In the 3-back task, the training group showed no difference in the ERP amplitude from pretest to posttest (t(19) = −1.16, p = 0.261, d = 0.151). Moreover, no significant differences between the NSW amplitudes from pretest to posttest were detected in the control group either for the 1-back (t(19) = 0.41, p = 0.687, d = 0.058) or for the 3-back (t(19) = 0.46, p = 0.650, d = 0.057) task.

4. Discussion

We examined how WM updating training modulates a cascade of event-related potentials (ERPs) elicited at different processing stages. Based on fMRI studies (Salmi et al., 2018), we expected that WM updating training would result in relative decreases in the early responses reflecting stimulus selection and response preparation, and relative increases in the late slow wave responses reflecting maintenance of to-be-remembered materials, when responses to difficult and easy tasks are compared. We also wanted to clarify how this pattern suggested by an fMRI meta-analysis relates to ERP effects. We observed behavioral improvements only in the trained task. In general, these limited behavioral findings are in accordance with the most recent meta-analyses in the domain of WM training (Melby-Lervåg et al., 2016; Soveri, Antfolk, & et al., 2017; Soveri, Karlsson, & et al., 2017). That is, accumulating evidence suggests that training-related transfer is mostly observed in the untrained variants of the trained tasks. As we expected based on brain imaging studies (Salmi et al., 2018), despite the modest behavioral effects we observed consistent ERP effects at multiple latencies. The load effect in the early responses taken to reflect attentional modulation of sensory-motor processing was decreased in the training group, probably due to a difficult task becoming partly automatized during the training period. NSW elicited during the maintenance period, in turn, showed a decrease in the easy task. Our findings, suggesting that early and late ERPs are differentially affected by training, provide important evidence of the neural mechanisms associated with WM training.

4.1. Training-related modulation of the P2-N2-P3 complex

In our study, training-induced changes were observed already 200–300 ms after the stimulus onset. Such modulations of early responses, especially N2 and P3 responses, have been observed also in prior studies using differential experimental approaches either in training or in measuring its effects (Covey et al., 2018; Covey, Shucard, & Shucard, 2019; Liu et al., 2017; Oelhafen et al., 2013; Pergher, Wittevrongel, Tournoy, Schoenmakers, & Van Hulle, 2018; Shiran & Breznitz, 2011). We did observe a significant session × group interaction already at P2 latency, and when the groups were examined separately a pre-post comparison showed an effect only in the control group. As Bejeveded game is also demanding, requiring a lot of attention, visual discrimination, enhanced processing speed, and to some extent even WM, it is possible that this modulation of the early P2 response does reflect changes in some cognitive process. However, due to the non-experimental nature of this task, the related effects are difficult to interpret. At the P2 latency, the differential effect of the intervention on the two groups was not affected by the task load. Training effects at N2 and P3 latencies, in turn, were different for the easy 1-back and difficult 3-back tasks, also showing a relative decrease in the difference between the two load levels. While the relative decrease in the load effect might relate to automatization, as fMRI studies have suggested (Salmi et al., 2018), direct comparisons of the pre-post effects revealed a more complex pattern. In N2, the training group showed an increase in the 3-back task from pretest to posttest and no effect in the 1-back task, while the control group showed no effect of intervention in the 3-back task but an increase in the 1-back task. An increase in N2 in the 3-back task was also reported by Covey et al., 2018, both in healthy participants and in patients with multiple sclerosis, but their analysis focused on the difficult condition (see also Covey et al., 2019). While Covey et al. did not report a significant modulation of P3 by training, possibly because of a relatively modest sample size, our findings suggested a different pattern at these latencies than in N2 latencies, if the load effect is not considered. More specifically, we observed a training-related increase in the 1-back and a trend towards reduced response at posttest in the 3-back task. Although our design was not optimal for distinguishing different psychological phenomena potentially affected by training at these latencies, we provide important evidence that different stages in the cascade of ERP responses are uniquely affected by training. Nevertheless, due to the varying task designs and ERP indicators, as well as a lack of reliable links between brain activity and task performance, more evidence regarding the factors underlying activation increases and decreases is clearly needed.

As in previous studies (Oelhafen et al., 2013; Pergher et al., 2018), we observed P3 amplitude increase in the WM training group. However, while Oelhafen et al. (2013) and Pergher et al. (2018) reported this effect also in a difficult WM task, we observed P3 increase only in the easier 1-back task. Nevertheless, we would like to note that direct comparison between our results and those of previous studies should not be made because the analyses were not similar (e.g., we conducted direct comparisons between pre and post targets, while Pergher et al., 2018 analyzed training effects for target vs. non-target comparisons), the focus of training was different (e.g., Oelhafen et al., 2013 targeted interference effects), the training paradigms (adaptive or not) varied, and the ensuing learning curves were different in the training groups.

4.1.1. The role of maintenance in neuronal mechanisms of WM training

Our study tested the hypothesis that WM training would lead to more effective maintenance of the to-be-remembered stimuli, as reflected by changes in slow waves occurring during active maintenance of WM contents (Bailey et al., 2016; Villá-Balló et al., 2018). In accordance with our expectations, NSW was indeed affected by training. Both behavioral studies (Botto et al., 2014; Ecker et al., 2010, 2013) as well as neurophysiological recordings (Bailey et al., 2016; Villá-Balló et al., 2018) have suggested that there are more resources available for the active maintenance of relevant information when the executive demands are low. By examining the slow waves elicited in-between stimuli, we were able to probe how training influences maintenance of WM information. It should be noted that another late slow response, namely the CNV, would be expected to be increased in relation to response anticipation (Walter et al., 1964) that can be improved mostly in the easier 1-back task. This supports our expectations that our late slow waves were not explained by anticipatory responses.

Accumulating evidence suggests that WM training modulates activity in the fronto-parieto-straial networks (Salmi et al., 2018). Decreased task-related brain activity after practice is likely to reflect more efficient neuronal processing due to automatization of particular cognitive processes (Constantinidis & Klingberg, 2016, see also Chein & Schneider, 2005). In our study, decreased slow wave in the low-load condition may reflect a change from controlled processing to a partly automatized, procedural processing mode. Reduced slow wave amplitudes could also reflect a redistribution of neuronal resources. While direct evidence from EEG studies is still lacking, existing interpretation is mostly based on data accumulated across various human fMRI studies (see Salmi et al., 2018). Decrease in task-related brain activity following WM training has been systematically reported in the occipitoparietal areas (Salmi et al., 2018). There is also evidence of the enhanced selection of information after WM training (Kundu et al., 2013). Similarly
to Kundu et al. (2013), we observed decreased brain responses in the posterior electrode sites. However, there is also another neuronal mechanism for automatization that is repeatedly reported in WM training studies, namely the decrease in the dorsolateral prefrontal activity (Dahlin, Neely, Larson, Bäckman, & Nyberg, 2008, for a review see Bäckman & Nyberg, 2013). Due to the limited spatial resolution of our study, we cannot reliably specify the source location of the slow wave in the 1-back condition. In addition to partial automatization of WM processing components (see von Bastian & Oberauer, 2014), decreased brain activity could reflect better exploitation of individual capacity via the development of task-specific strategies (De Simoni & von Bastian, 2018; Dunning, Holmes, & Gathercole, 2013). Such strategies that might decrease brain activity (cf. Klingberg, 2010) start to develop already after very short practice (Laine, Fellman, Waris, & Nyman, 2018).

Training-related activation increases, taking place mainly in the frontal eye fields, supplementary motor cortex and ventral prefrontal cortex, have been reported as systematically as activation decreases (Salmi et al., 2018). Although it has been suggested that activation increases could reflect enhanced capacity to utilize attentional resources in the trained tasks (Klingberg, 2010; Olesen, Westerberg, & Klingberg, 2004), direct evidence of the functional role of these activation increases resulting from WM updating training has been scarce. Training-related modulations of slow wave activity also corresponds to studies in non-human primates where in the course of practice, the amount of neurons activated during the maintenance period increases (Qi et al., 2011). While the increased ERPs could potentially also reflect more focused neural sources, we can only rely on fMRI studies by noting that this is unlikely to be the case (Salmi et al., 2018). Although our findings highlight a specific neuronal mechanism that is affected by training, two alternative theories explaining how the learning occurs at the behavioral level remain. It could either be that enhanced strategy use results to increased activity in the maintenance phase in a demanding task (Cole, Bagic, Kass, & Schneider, 2010), or that the increased brain responses reflect enhanced ability to allocate attention in a task that is structurally similar to the trained one (Klingberg, 2010).

4.2. Limitations of the study

While our findings related to the behavioral transfer are consistent with numerous other studies (see Soveri, Antfolk, & et al., 2017; Soveri, Karlsson, & et al., 2017), the lack of systematic behavioral transfer effects also restrict the interpretation of the present findings. It should also be noted that single n-back tasks were conducted only during the EEG recording, which may have contributed to weak near transfer effects (Bäckman et al., 2018). Alternatively, also the differential inter-stimulus-intervals in the dual and single n-back tasks may have influenced the training effects. Nevertheless, due to the high similarity between the trained task and the single n-back task, our findings are likely to reflect learning related to the trained task, rather than some general capacity change. Indeed, training-related improvements in the n-back tasks could be largely explained by adoption of task-specific strategies (Laine et al., 2018). It should also be noted that the sample size and other sample-specific features could affect the generalizability of the findings. Regarding our experimental design, accuracy in the 1-back condition was relatively high already prior to training, leaving limited room for improvement. Finally, more evidence of the functional roles of the slow waves associated with WM and their responsiveness to training is clearly needed. High-resolution MEG (combined MEG and EEG) or combined EEG and fMRI might help in detailing the sources of the slow wave components and in further clarifying the functional roles of these components. Based on the current findings it remains partially unclear, for instance, to what extent the observed slow wave activity reflects the same underlying neural functions and how these functions are associated with other components, such as CNV, that are also modulated by the WM load. Despite these limitations and limited transfer, there is still hope that in the long run WM training results to some potential applications, as especially some of the clinical studies have provided promising initial results (Owens, Koster, & Derakshan, 2013, Cortese et al., 2015, Motter et al., 2016, Saunders et al., 2014, Leung et al., 2015, Jones, Katz, Buschkuehl, Jæggi, & Shah, 2018). Moreover, it is possible that some of the EEG effects are not directly reflected to task-related responses, but only observed during resting state (e.g., Sari, Koster, Pornito, & Derakshan, 2016).

4.3. Conclusions

Despite the extensive research on WM training, its underlying mechanisms have remained unclear. We provide evidence that ERP responses at different latencies and stages of WM processing are differentially affected by training. Our findings provide new insights to the role of task load in the training-related increases and decreases in brain responses (see Salmi et al., 2018 for a meta-analysis). Early responses were affected by practice both in the training group and in the control group, but the modulations were different in the two groups. The precise temporal resolution of EEG and a recently identified marker for an important WM component, active maintenance, enabled us to study WM training effects on this component for which there has been evidence only in non-human primates (Meyers, Qi, & Constantinidis, 2012; Qi et al., 2011). The reported training-related changes in a cascade of brain responses shed light on human brain plasticity following prolonged practice with cognitive tasks.
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